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noisy labels are usually caused by some 
ambiguous contents of the example

Identify the noisy labels by modeling 
them based on feature  representations

Based on the observations mentioned above, we propose a new 
approach for Partial Multi-label Learning with Noisy label 
Identification (PML-NI), which recovers the ground-truth 
labeling information and identifies the noisy labels simultaneously.

Firstly, we model the noisy labels as the outputs of a linear 
mapping from the feature representations as follows:

noisy label noisy label identifier

multi-label classifier

However, the ground-truth label ෤𝑦𝑖 here is unknown and the 
equation above is thus intractable. To solve the problem, we 
propose a joint learning framework that can identify the noisy 
labels while training the multi-label classifier simultaneously

Furthermore, to encourage the classifier and identifier to perform their 
individual abilities, i.e., the ground-truth label prediction and noisy label 
identification, we try to capture their intrinsic property and potential 
structure information by employing different regularizers for each of 𝑈
and 𝑉 . 

Utilize the low-rank assumption 
to capture label correlation

Utilize the sparsity assumption to
capture a few of ambiguous feature 
representations which lead to the 
noisy labels

The final objective function can be re-written as follows
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Comparison Results

When compare PML-NI approach 
with other methods, our algorithm 
shows significant superiority. It 
achieves the best performance in 
most cases.

Partial multi-label learning (PML) deals with problems where each 
instance is assigned with a candidate label set, which contains 
multiple relevant labels and some noisy labels.

✓More specifically, the candidate label set of each training 
instance indicates the following supervised information:

a) the candidate set may consist of both relevant and 
irrelevant labels;

b) the number of relevant labels in the candidate set is at least 
one; but unknown

c) label not in the candidate set are irrelevant to the 
instance.
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